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I. Tuatroduction

Problem Statement

The Air Force currently stocks and manages 1 total of 1.48
m%}lion expendable line items in its multi~level inventory system,
The dollar investment in inventories of these relativefy low cost
items is over 1.1 billion.!

Efforts have been directed toward developing and ﬁpplying nodels
as approximations to reality in order to manage these large inven-
tories. These models allow munage;s to conceptualize ﬁhe nature of
the supply environment, the inventéry system, the vario;s subsystems
within the inventory system, and the relationships betﬁéon environment,
system and subsystems. An important benefit of this modeling approach
is the fact that anp approprinte mndel can provide a means of minimizing
total inventory costs, and. yet allow the system to remain responsive to
the needs of the item users.

The Air TForce curréntly uses a modified version of;thc classic

i :
Uilsén lot size economic order quantity (EOQ) model for inventory
system management of expendable line items. The objective of this
model, designated the D062 model, is to minimize total &ariable costs

of ordering items and maintaining them in inventories. : The major

constraints are budget restrictions and the requirement for adequate
A
. 4

response to the needs of the item users,




- g Several siynificant factors of the D62 model huve not been ade- |

quately refined and have caused problems in the practical application
v of the model to inventories within the Air Forc: supply enviromment.
P .

Major problems include inadequate estimates of weaningf{ul cost to

order and cost to hold factors, problems of budjet constraints, and

2
Inaccurate forecasts of future item demand pattarns.
Some of these problems, and others not stated, were addressed in

4
‘) the developnent of the new A022 EOO model, whica the Air Force intends

to adopt as a replacement to the -D062. Many research ef{forts have

been initiated to make the practical application of this ncw model

. mure refined and thercfore more effective. This paper is the result
of one such research effort. The arca of concern addressed by this
research effort was the problem of inaccurate forecasts of future

item demand patterns. ~

. 3 Background

The necd for routine forecasting methods exists at all levels in

the Air Force multi-level inventory system. Air Force base level

forecasting is particularly important since requirements at this Jevel .

drive total system stock levels. There are two primary nbjectives

at base level for the EOQ management model. The first is to prevent

stockouts and subsecqueng (rustration of user needs. The second is to

manage base stock levels to minimize the sum of the inventory carrying

costs and ordering costs. Accurate forecasts of base level item demand

.
}
1}
i




DI

pattefns as an input to the EOQ model improves the model's capability

to meet these objectives. 1In turn, base level d2mand patterns are

inputs into higher echelon EOQ management systems, which also nust
t
resolve problems of stockouts versus inventory coscts. The key then,

.

to improving tothl system response in the arca of stockouts versus
inventory costs. is more accurate base level forecasting of item

demand. !

H .

€
s

Purpose ol Research

.
. H

The present method;of unweighted moving, averages go forecast base
level demand patterns has a tendency to overfstock invéntories during
periods of declining demand and under-stock inventories during periods
of significant demand_increases. This over-stocking or under-stocking
of inventories, applied to the world wide scale of the Air Force supply
environment, results in large, unnecessary invegtory holding costs on
the one hand and emergency procurcment (ordering) costs on the other.3

The purpose of this research effort was to examiné and compare
five methods of base level demand forecasting which can be considered
as alternatives to the present method of unweighted mov;ng averages.
All six methods, including unveighted moving averages, were evaluated
according to relative accuracy in describing the actual base level

demand patterns of a statistically chosen stratified sample of items

managed at base level under the Air Force EOQ model.




Scope of Research

This study was exclusively concerned with ecpendable i1tems which
are stocked based upon D062 EOQ procedures. Exp:ndable itens are these

which are “consumed in use or which lose their original identity during

4 These itcms,

ihcorporation igto, or attachment upon, another assembly".
commonly referred to as EOQ items, are designated by expendability, re-
pairability, recoverabglity category (ERRC) codes "XB2'" and "XB3", among
others. '

This study was strictly limited to a sample of XB2 and XB3 items
stocked by the Air Force, and present in a substantial numbetr of base
level inventories.&\Ihé complete definitions of XB2 agd XB3 ERRC coded
items are as follows: %

XB2: Expendable, nonrecoverable (no repair) iteﬁs with a projectced
annual rejuirement of $10,000 or more regardless of unit price.

XB3: Expendzble, nonrecoverable (no repair) items with a projected
annual requirement of 5;0,000 or less repgardless of unit price.5

Five basic forecasting methods were evaluated. These methods were:
unweighted moving avernées, least squares, and the methods of single,
double and triple egponéntial smoothing., A sixth method was generated
by modifying the single exponential smoothing method. The modification
consisted of incorporat}ng an adaptive exponential smdothing constant
which can be changed according to the affects of exogenous variables.

The results obtained with this sixth method were also compared against

the results of the five basic methods.,

Objective

-4 -




The validity of a forecastiny =ethod rests with its ability to
perform in a recal world environment. [lherefore it was decided to test
the six given forecasting methods us.np dactual cemand experience. The
objective, then, of this study was to evaluate the piven forecasting )

methods using an,actual sample of cconomic order quantity items stocked

at a base level consolidated supply activity. 7The methods were com—

pared to determiace i5 significant differences existed ip the accuracics

of their respective forecasts.,

Brief Summavy of Findings

This summary describes the three most accurate of the six evaluated
forecasting methods over the total sample set of 316 items and three
subsets of the total set. The subscts are: Subsct 1, the 71 items with
relatively high level, non-erratic demand processes: Sugset 2, the 199
iterms with relatively low level, non-crratic demand processes; and
finally, Subset 3, the 46 items with relatively erratic demand processes,

An erratic demand process means, in this study, that no discernible

constant level, linear trend or curved trend in demand was present

over the entire 15 month period for a given item.

Mfean Squared Mean Forecast P '

Forecasting Method Error Error Variance

1. Single Exponential Smoothing 16.02 1.74 - 13,02

2. Moving Avcrage 17.84 1.78 14,72

3. Double Exponent ial Smoothing 23.89 1.89 20.39 :

Table 1. Total Set (316 Ttems)




Mean Squared

Mean Forecast

Forecast ing Mcthod ___Error Error Variance
1. Single Exponential Smoothing 67.99 5.51 38.1¢
2. Moving Average 76.18 5.68 44,49
3. Double Exponcential Smoothing 103.19 6.14 66.33
Table 2. Subset 1 (71 Itens)
tfean Squared Hean Forecast
Forecasting ‘lethod : Error Error Variance
1. Sivgle Exponential Smoothing .36 49 .12
2. Moving Average .37 .49 .12
3. Double Exponential Smoothing .40 .50 .14
Table 3. Subset 2 (199 Items)
Mean Squared Mean Forccast
Forecastiry, Methgg Error Error Variance
1. Double Exponential Smoothing 3.56 1.32 1.86
2. Moving Average 3.68 1.31 2,01
3. Single Exponcntial Smoothing 3.81 1.35 2.04

Table 4. Subset 3 (46 Itens)

Single exponential smoothing provided the most accurate forecasts

for the total set of 316 items and also for component subsets 1 and 2, based

on rankings according to variance, mean forecast error, and mean squared




errar, OUaly on the 46 items with relatively ervatic demand processes d¢id

? the order of accuracy ¢hange. 1In this case, double exponential smoothing

: ’ . .

was the most accurate method. The moving averaje method consistently
: .

ranked second for the total set and subsets 1, 2 and 3.

However, accordlné to the Kruskal-Wallis t.st which compared the

absolutce average errvor distributions, no signif:.cant difference was
datected in the relative effectiveness of the six forecasting wmethods, A

confidence interval of 95 percent was used for this test.

Doemmdna e

.
i
1

Organization

The remaining three chapters of this research paper are concerned

with the methodolopy used in the study, an analysis of results, and a
detailed summary. Chapter Il. Methodologyv, contains a description of

the data, 2 presentation of the forecasting methods and a discussion of

the éxperimental design. Chapter 41I. Analysis of Results, compares

forecast method performance. Chapter TV. Detailed Summarv, presents a —

detailed summary of the findings, lists the limitationsg inherent in the

‘research methodology, and provides recommendations for action.




IT1. ;Egjodogggx

Description of Data

All six methods of forecasting were evaluated according to rela-

¥
tive refinement and uccu#acy in describing the actual demand patterns

.
v

of a statistically chosemr stratifiied sample of items managed at base

level under the Air Force EOQ model. The methodology used in choosing

-

the sample is important because the results generated by testing the
3

six forccasting methods abply only to the demand processes of which

the sample was representative. This section is therefore concerned

with the source of data in the sample, the techniques used in sample

.
1]

selection and a description of how the sample was used in the actual
testing of the six forecasting methods.

The only source of detailed base level demand data %or EOQ man-
aged items is the consolidated and daily transaction registers main-

tained at base consolidated supply activities. Such registers are

e

detailed records of all transactions on all active items stocked at

the bose. Registers are maintained for the previous and current cal-
endar years so that historical data is available for one to two years
back depending on the current calendar month. 8 K

Source of Data. The empirical basis for this research effort ;

was 15 months of demand data (1 January 1973 through 31 March 1974) as,
for selected expendable supply items. The data source for the selec- . f

ted items was the transaction registers maintained by the 21 Supply

Squadron, Elmendorf Air TForce Base, Alaska.,




Time Periods for Demand Data, The actual denand data was asgre-

gated into 15 monthly totals for each item. The first 10 monrhs of
demand history (1 Januari 1973 through 31 October 1973) were used as

the experience base from which to make monthly forecasts for the fol-

*
! .

lowing 5 months (i November 1973 through 31 March 1974);. The 10
month expericnce base was designated as the base jericd. The follow-
ing 5 months, then, was designated the foreca§t pariod.~¥The purpose
of the actual demand dat; in the forecast period was to use it for
error comparison in evaluating the relative accuracy ofithe given

six forecasting methods. i ¢

Sampling Technique., The initial sample included all XB2 and
XB3 items for three Air éorce weapons/support systems. &hose itens
which had at lecast one demand during the two year period 1 July 1972
through 31 June 1974 were included in the sample. The Sflection
process for the threce syétems was essentially random, wiih the
criteria that the systems be commonly deployed at many b;ses, and
not unique to the Alaskan theater.

The sample items for the three chosen systems were stratified
according the "ABC" tech;ique. System identity was not ﬁaintained
in this stratification process. The final sample (selecked from

t
the initial sample) was chosen to be reasonably represen}ative of
the secratified "B" cost group of all XB2 and XB3 expendaﬁle.items

used in support of common Air Force weapons/support systems. A

brief explanation of the ABC technique is percinent at this point.

T i




The ABC Technique. lnventory @Jnagement involves the manage:=ent
of individual items. Unless each item stocked is under 3 rcasonable
degree of control, the aggregate will not be under adequ;te control.
A technique is necded that will isolate those iteus that have a high
total dollar inve;tory turnover per year from thcse that have a rela-
tively low total dolliar turnover,

The high dollar turnover items should be of primary; concern to
the Lnventory management system and should be controlled'vith nore
precision compared to low dollar turnover items. This is simply an
application of Parcto's Principle of Maldistribution, which has been
expressed as follows: '"Very often a small number of important items
dominate the results while at the other end of the line are a'large
number of items whose volume is so small that they have little effect
on the results".”’

Normally, input data for each item undergoing ABC analysis should
include the following:

(1) Stock Number

(2) Unit Cost

(3) Usage per time period
These data are manipulated in the following ménner:

(1) HMultiply usage per time period by uﬁit cost to obtain the
dollar demand for each item,

(2) Sort the items according to dollar demand in a descending

scquence,




(1) List this sequence. 0Obtain a cunmlative dollar demand fig-
ure as cach ftem is added to the List.s
; .
The listing will normally showsthat a relatively fdw items have

a high impact on usage value. The "A" group is the classification of

'
highest dollar demand items. It is usually choscn as those items

I3
1

that make up 85 to 83 percent of the total cumulative déllar dexand
figurce, going down the list from the highest dollar deménd iten

toward the lowest. Usually the A group includes only about 20 per=

cent of the total aumber of items.q

Catm s -

1
The "B" group classification is usually chosen to be 95 to 98

percent of the total cum@lativo dollar demand (igure. The B group

§
includes those items starting at the top of the list and going down

until 95 to 98 percent of the cumulative dollar demand is reached,
The B group adds another 20 percent of the total itews to those selec~
ted by the A group, for a total of about 40 percent of the total items.

The remaining, low usage items are classified as the "C" group, which
!
contains about 60 percent of the total itcms.ro

The ABC Technique Applied. The initial sample of items chosen

for this analysis included, as previously stated, all XB2 and XB3
items required for three weapons/support systems in comﬁon Air Force
use. For inclusion in the initial sample, each iten mu;t have had at
least one demand during the two year period 1 July 19725thrOpgh

31 June 1974, The three randomly chosen weapons/supporé systems were:
the F4E aircraft, the C-i30 aircraft and the Digital Subscriber Termi-

nal Equipment (DSTF).

- 11 -




Following the ABC technique, .the recquired fmpat dava for cach iten
of the initial sample were manipilated in the following manner:

(1) The dollar demands ol the initial sample of XB2 and XB3 items

were calculated according to: i
D. = Dollar demand tor item i (i =11,2,3,..,n).

D; = V. x P,, where '

i j i
r” 1
Vi = demind volume,
vear
P, = vnit price and 1
1 .
n = total number of items,

(2) All items were then sorted from higlhiest to lowest value of Di.

(3) After listing the sorted items, the Di for cach item was added,

in scquence, cumulatively.

n

D, = Total cumulative dollar demand per vear,

i=1 '

(4) Ttems selected for the final sample included those starting

with the highest value of Di’ moving continuously down the list until
95 percent of the total cumulative dollar demand figure was reached.

The final sample was therefore the B cost group of the initial

sample. This application of the ABC Lechnique selected the most active

-12 -
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XB2 and XBY jtems, dollar wise, in the Bleendort Ald caventorv {or ae

. . ;
three randomly clhosen systems during the period 1 July 1972 throuch

31 June 1974, Continuous demand data for the firal sample was avail-
able for the period 1 January 1973 through 31 March 1974, These derand
data for the final sample of items were used to cvaluate the six fore-
casting methods considered in this research cffart., 7There were 977
items in the initial sample.  The B group reduced the final sanple

size to 3106 items, approximately 32 percent of the total.

Forecasting Methods

The objective of this rescar~h e¢ffort was Lo cvaluate the six
given forecasting methods using 2s actasl sample of £00 items stocked
at a base level consolidated supp™ . a-iivity., The selection of these
particular six forecasting methods was bLased on chivosing methods which

could be used routinely and ‘nexpensively to forecast demand for a

large number of relatively inexpensive items based entirely on historical

demand data. The exponential smoothing method with an adaptive smoothing

constant was the only one of the six methods evaluated which explicitly

accounted for the effects of exogenous variable (variablesother than

historical demand), yet the data requirements are the same for this method

as for the other five methods. 9Ither more sophisticated methods which

employ such techniques as spectral analysis, iterative dynamic programming,

Bayesjan analysis, etc., were rejected as being impractical for base

i i en i




level use because of the hipher levels of computer storage and computa-

tional requirements,

Hoving Averapges Method, The process of corputing,a moving aver-

age Is quite straightforward., The mathematical formulq for calculating

the cxpected demand in a period sinply averages the demand experienced

»

in the previous n periods. The average demand torecast minimizes the

sum of the squares of the differences between the most receat n obser-

i
Y

vations and the expected value ofsthe demand 'in the period being

a.11

forecaste Tt is simple and casily adapted to automatic data

: . . . :
processing equipment. The formula is as follows. :

H

v =+ £ 4, : (1)

where: v, is the forecast ol demand in period t. j

d. is the actual demand in period i. .
H

n 1is the number of periods of actual demand which are used

to develop the forecast.

For example, let the period be one month and n = 10. Then the forecast

for the first month after time t = 0 is Vi and 1 the sum of the demands

in months -9 through 0, i.e.,

g td g+ . +dy) (2)

- 14 -
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The effcet of moviug average forecasting depends on the number of
periods (n) used to make the forecast. When a large number of periods
are used, the weight given to each period is relatively small, and ran-
dom fluctuations have little effect on the forecasts. The moving
averare method is more sensitive to changes in demand if n is small.
The moving averaye method works best when the demand generating process
is stable. If the demand generating process has a constant mean and
variance, and successive observations are uncorrelated, then the sample
mecan is an unbiased estimate of the process mean. If these assuwmptions
are net, then the demand generating process can be considered stable.12

Least Squares Mcthod. The least squares method of forecasting

assunes that the demand d, in period t can be predicted using W, =

a + bt, where a, b are determined from historical data by minimizing
F=2 d -w)?=% @ - a-bt)? (3)
t ¢t -t t

In the above equation, L is the forecast demand for period t and de
is the actual demand for period t., Assume that a, b are to be deter-~
mined by using the demands in the previous n periods. The current
time t* is a review time, and that the time period from t* to t* - T,
T being the time between reviews, will be referred to as period 0, the
period {rom t* - T to t*— 2T as period - 1, ete, Thus the number of
the n periods to be used in determining a and b will be ~(a-l), ....,
-1, 0. To determine a and b, set 3F/3a = 3F/3b = 0 and solve the

resulting equations for a and b.

- 15 ~




aF =-2 % t(dt -a-bt) =0 . (9

Ja t=0
-{n-1)
F = -2 (d - a-bt) =0 (5)
db t=0
. -(n=-1) : -(n-1) :
where: 2, ¢ 3, -n(n-1); Z_ t° =1 n(n-1) (2n-1
t=0 2 t20 6

~(n-1) - (n-1) .
and U= 4 ;pP=3  td j 5 (6)
C=0 t t=0 .

Then the solution to the‘equations (4) and (5) are:

b =

P+ g_—_lU : a=_ll+b(n-1)'
n(n-l) (n+1) n

n L'Z

so that w

P+ n-—lu _ .
w =U+ 12 2 t +n-1} , t = 1,2,3,.. @))]
t n n(n-1) (n+1) 2 .

Equation (7) allows computation of the forecasted demand for period t,
t =1,2,3,..., using data for the demands in periods —(h—l), cees -1,0.13
For example, let the period be one month and n=10, Then the

forecast for the first month after time t* = 0 is wl, and is:

where: U -z d ;3 P =z tdt
t-o t t=0 .
- 16 =




The least squares method, sometimes called simple linear regression,
incorporates the ability to follow a demand pat:ern which has a linear
trend. The demand process, as taken from the abhove derivation is assumed
to be:

D
v, = a + bt

The demand in period t is a function of a, the intercept value of the
trend line; b, the slope of the trend line and t the number of periods
between the ordivate and time t*.ié

It is possible to have least squares method forecasts that are less
than zero using the given formulas. It was therefore reasonable to impose
a requirement that demand forecast must always be greater than or equal to
zero, If the forecast demand (using the formula) was less than zero for a
particular period, the forecast demand was set to zero. This procedure also
had important consequences for subsequent forecast dcﬁdnds, since the fore=~
cast demand that was se; to zero was used for forecasting demands in the
following n periods.

The moving average and least squares methods for forecasting demand
both require demand data be available for n periods back. This dis- .
advantage {s not inherent in the exponential smoothing.methods to follow,

Single Exponential Smoothing Method. Single exponential smoothing

is a forecasting method similar to moving averages in the sense that it

provides accurate forecasts {or a stable demand pattern. The forecasting

formula is:

X, = “dt-[ + (1 - a)xt_l : (8
where: Xt = the single exponential smoothing forecast for demaad in
period t,

- 17 -
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dt 1 = the actuil demand cexperienced [n period t-t,
Xeoy = the single exponential smoothirg forecast for demand mace
for period t-1,
. . 15
a = the smoothing constant, 0 < a - 1,

The effecthof single exponential smoothing depends on the size of

a, the smoothing constant. If a is large, more weight is given to the
most recent demand ecxperience and the forecast is more sensitive to

v ] ;'
fluctuations. Instead of weighting cach past observation equally as Jdoes

o

k3
the moving average method, the welght given to previous obhservations

t

decreases geometrically with age, 1f the demand generating process has a
constant mean and variance, and successive observations are independent,

then the expectation of the single exponential forecast is cquil to the
cxpectation of the mean of the demand penerating process. 1f the assumptions
about the denmand generating process are met, single exponential smoothing can
be used to produce an accurate estimate of demand. Therefore, single cxponen-
tial smoothing is as accurate as the moving averages technique, while computa-

tion is simpler and storage requirements are rcduced.16

Louble Exponential Smoothing !fethod. Double exponential smoothing is

.a forecasting method which uses a first order polynomial. Thus it incorﬁo—
rates the ability to (ollow a demand pattern which has a linear trend. The

demand generating process is assumed to be:

;
d. = a+ bt. ' =

The demand in period t is a function of a, b and t. The coerficient a is

the fntercept value of the trend line; b, the first derivative of dc with .ﬂ

respect to t, is the slope of the trend line; and t is the number of periods

between the ordinate and period er, 17




In order Lo develnp the forecast ‘(L for th s process using exponaa-
tial smoothing, coefficients a and b can be est .mated using two smoothed

statistics,

The oune period double exponcential smoothing for:cast Yc is then:
L

Yl‘. = at + bt (9)

The [orecist for t periods in the future is:
v =a_+b 1.
t %% T P 10

Written in terms of single exponential smoothing values and a, the

double exponential smoothing forecast for period t is:

18
Y. =a X + Q- Y ()

Use of the double exponential smecothing model should be based on cer-
tain assumptions about the demand pattern. Tf the time series has a trernding
averase demand rate, either increasing or decreasing, the double exponential
smoothin:, method produces an accurate estimate of demand. For such a demand
pattern, the moving averages and single exponential smoothing methods lay
behind a trend, while the double exponential smoothing method is more
responsive in that {t accounts for a trend fnctor.19

]
Triple Exponential Smoothing Method. Triple exponential smoothing

is based upon a second order polynomial time series process which ac-

counts for trend and the rate of change of trend. The assumed demand

-~ 19 -




gencrating process is:

dt =a+bt=Y%cel o ;
where b is the first derivative of dt with respect to t evaluated at
t=0; and ¢ is the second derivative of dt with respect to t, which

makes it the coefflcient for the rate of change of trend, Cocfficients

a, b and ¢ can be estimated by computing thrce smoothed statistics:

L 3 _ . :

dt = dt"l + (1 - a) (Zt-l dt—l) )

b, =b,_y + ¢, 5 - 2a2(2 ~®)(Z -d ) ,
t t-1 t-1 ~ 32 t-1 t-1"" :
c.=c¢ -03(z2 -4 ) j
t t-1 t-1 e-1""

where Z 1 is the triple exponential smoothing forecast nmade for period

t-1. The forecast for period t=1l is then:

= ¢ + y . .
Zt a, bt + % ¢, | (12)

The forecast made for 1 periods in the future is:

z, = a + bt + ctrz : (13)

Written in terms of double exponential smoothing values and &, the )
triple exponential smoothing forecast for period t is:

z, = th + (1 - ov.)zt_ (14)

1 i
t

Triple exponential smoothing is accurate when the process to be
forecasted can be adequately represented as a quadratic function of

time. Thus, if there is reasonable justification of assuming that

the time series can be represenced by a polynomial of the form

- 20 -




r""__ — il ¥
ARl ¥

dl =a +t bt +1Y% (-r2_

then triple exponential smoothing provides tﬁe nost accurate and stable
. v )

(
forecast methods.Z) : ’

NOTE: For the given three and hicher orde: exnounential

smoothint méthods, Brown, in his nroof of he fundamental
theorem of exponential smoothing, has demoistrated that
. N . 1 - - < .
it is possible to estimate the (ntl) coefficicnts in an nth
: * H

order polynomial for the corresponding order of exponcn-

tial smoothing by usinm linear combinations of the first (n-+1)

orders of exponential snoothing. It should be noted at
this point that Brown's proof{ can be used to derive
2y 21
formulas (8), (11), and (14).
Adaptive Single Fxponential smoothing. The single cxponential

smoothing forccasting ecuation is:

Xt = (!dt_l + (] - Cl) Xt-l . (15) ——

Let X: equal the adaptive single exponential: smoothing: forecast for period

t, and let a* be an adaptive smoothing consthnt. The adaptive single .

i

exponent lal smoothing formula is therefore:

X = akdp g + (1 - a%) X, f (16) T

The single exponential smoothine method provides good f{orecasts

t

wien the demand process has a constant mean and variance. However,

~ 21 -




actual demand is often subject to sudden incremental changes due to
variables exopenous to the model.: For example, the number of svstems
for which an item is used may be suddenly increased or decreased. Under

these conditions, as the level of demand chanpes, the single e:.nonential

smoothing formula will change the forecasts over time, noving towards the

new demand curve at a rate dependent on the value of a, the smoothing
constant. The adantive aspects of this adaptive single exponential

gsmoothing method were built upon this feature.22

The basic philosophy was to éhange a* to a value ‘of one when sudden

+

shifts in the actual demand level, d, vere detected. :This has the
advantage of changing the estimates of the mean demand, X:, almost
immediately to the range of the new demand mean, The procedure to
accomplish this was based on the observntioﬁ of actual demand alucs
outside an acceptable range around the current {orecast.

It is assumed for the purposes of this model that the random

fluctuations about the basic demand level, d, were normally distributed

with a known, constant standard deviation. In such a case, it is

natural to use a set of controls on X: which permit a rapid response to

abrupt changes in demand patterns. There is, however, a difference

between the problem here and the apparent analogy with the classical

quality control case oft controlling a process by detecting points out-

side control limits set around the desired nrocess mean. The difference

is brought about because the initial demand forecast is likely to be




different from the true mean demand by an amount depeadent on the szooth-
ing constant and the demand sequence. This'possible error means that a
single actual demand, d[, may differ sufficiently frcq the current fore-
cast to lead one to suépect that the basic Aemand has shiited when, in

fact, it has not. . ;

Because of this complication, two criteria were dJdeveloped for
concluding that a new demand level had been!decected and changing the
smoothing constant is necessary. The first;of these ériteria is ap-
plied in the case where a single demand is discoveredéoutside a

range of four standord deviations around the current mean of actual

]
demand. The second criteria is applied when two successive demands
' {
differ from the current estimate by more than 1.2 standard deviations

and both of thesec points are either above or below thé mean actual
demand.

The second consideration in the developrnent of tﬁe adaptive
aspects of the model was the choice of the:values of the smoothing

constant after the detection of a shift in the basic demand level.

The model uses a 3-stage change of the smoothing constant. The
constant is set equal to 1 for the first period after:a change in the

basic level of demand has been detected, and to .8 (or the second periqd b

and .5 for the third period. In the fourth period the value of a is
returned to its "normal level. J t
hoosing the Smoothing Constant ' ; y

~ 23 -




gggroacl. The smoothing constant, &, is ised in cach of the
exponential smoothing forecasting methods. A;coxﬂing t; Brown, the
value of & is usually chosen between .01 and 0.3. Values between
0.3 and 1 are normally not used, since these yalues cauge the formula
to be too sensitiye to random, non-representative fluctyations in the
demand generating prccess. For the exponential smoothing methods
evaluated in this study, values of & between .05 and .5: in increments

. 1

of .05, were considered., The value of & which minimized the standard
deviation of forecasting errors for the single expénent%al method was
chosen as the optimum «&.

The purpose of the smoothing constant is consistené in all of
the exponential smoothing methods. This purpose is to weight the past
demands used in the forecasting formula in a single, prescribed
manner. The & chosen should strike a balance between résponsiveness

to demand process changes (value of & approaching 0.5) and damping of

random fluctuations in the demand process (value of & approaching .05).

It shiould also be noted that in this study, the same set of demand data

was operated on by all forecasting methods. Considering the purpose
of & and the use of the same demand data, it was reasonably assumed

that the optimum value of & for single exponential smooihing approxi-

mates the optimum value of & for double and triple expomential smoothing.

The & that minimized the standard deviation of forecast,errors for the
single exponential smoothing method was therefore also used as the

optimum & for the double and triple exponential smoothing methods.

- 24 -




This optimum & was also uscd as the "normal” value of & for tae adap-
tive triple exponential smoothing method,
Method, Specifically, the optimum & from the set .05 < o < 0.5

in increments of .05, was selected in the following manner:

‘
\
i

4

- ‘ _ :
(1) Xt dt-l + (1 - &) xt_l, :‘ a7
where Xt = the single exponential smoothing forecast for period t.
Xt_1 = gingle exponential smoothing forecast for periodit-l, except
) 1 'Zo
Xt-l = XO, where XO = B = di. . :

(2) Find Xt for each item for each;value of ;, .05 <« < 0.5.
There are 10 values of Xt, one for each &, for cach itexiﬁ per month,
This was repeated for all 31§ items for each @onth of tﬂe forecast
périod, 1 November 1973 through 31 March 1974,

(3) The differences between actual demands d1 and forecast

demands Xt for each month of the forecast period were found for each

item, for each OA.

Let (:(j for j = 1,2,3,...,10 and

1o2’39°--’10)

Repeat for each item,

(4) The mean for ecach e, ., was then found.

&3

+
M

1 ,
Aj == ig; (e“j‘)i , N =312 items. Repeat for each aj. (19)

(5) The standard deviation for each e was then calculated. ;

o



n . ;
3\ o = - 2 i et
s = standard deviation i% (eaj A , (.20) ‘

n-1

Repeat for each o%. . ' ;

‘The value of ﬂ} which produced the smallest ;tandard#deviation, ;;;
s, was chosen as the optimum &, That value of & was thené used in the P
calculati&ns for the given exponential smoothing methods.f -
Initial Estimates ’ ;
The first 10 months of demand history were used as the experience éf ‘
base from which to make monthly forecasts for the follouiﬁg five months. E% j
The smoothing constant A was selected based on the five m?nth forecast- ;J f
ing period. The exponential smoothing methods also require initial g ;
i

estimates for the coefficients X ,Y , and & when t-1 = 0,
t-1 t-1 t-1 .

These initial estimates can severly bias method performance over a

small number of periods.‘?3 Since the weight assigned to an estimate

decreases geometrically with age, the effect of a biased initial
estimate eventually becomes insignificant, However, in this study,

the forecasting period included only five months. Reasoﬁable care

then, had to be taken in determining the values of the initial

1

coefficients,

Initial Estimate: Single Exponential Smoothing. Aicommon and
normally sufficient approach to providing the initial eséimate of

coefficlent Xo for single exponential smoothing is to take a simple

24

average of a selected number of data points, In this study therefore,

i
!,
{
|
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the initial coefficlent XO was determined by taking an average of the
actual demand over the 10 month base period,

0 .
1
X 10 {SE; dt )

¢ Initial Estimate: Double FExponential Smoothing. fhe double
¥ B

exponential smoothing mcthod requires initial estimateszfor both the

slope and the intercept coefficients a and b: l
Yc = a-+ bt 2 ; (22)

The method used to computé Yb was a simple linear least %quares

regression based on the 10 data points of the base petiéd. The

least squares estimates of a and b served as the componéncs of ¥b

for the forecast Yl. The remainder of the 5 months of éhe fore-

casting period were forecast using the standard double éxponencial

smoothing formula,

Initial Estimate: Triple Exponential Smoothing: The triple

exponential smoothing method requires initial estimates;fot the
intercept, slope and rate of change;of slop of the dema%d process
equation.25 Consider the assumed demand process:
d,=a+br+kh ct? ' (23)
Over the 10 data points of the base period,

.

v
?
A

d (demand)

dt sa+bt+k ctz
At

98 o7 <6 =5 =% =3 3 <1 g (time)

Demand Versus Time Distribution
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The value of a is the d axis intercept of d , and can be estimated
t :
by: ) i

0
1 .
st i 2 Y (26)

' A
Thesvalue of b is the limit as At approaches zero of Z%. Using data
. .

points at t = =9,-7,-6,-4,=3 and -1;

1,4 -d 4 -d d -4 Y’
b = L9 + ( -6 74) + ( P A

4 ~3 -
3 2 z A
I o
which reduces to:
1
b==(d -d +4d -d 4d =-d ) (25)
6 -9 -7 -¢g -4 _.3 -1

The value of c is equal to the rate of change of b with respect
to t. Consider the rate of change of b using two data points of b:

1 - - - e P _ _ -
c=-41 Fh_g d_)) -@_-d ] 4 [{d_~d ) -4 d~li}‘
2 . . .

W

.*.._
3 -— 5

which reduces to:

1
=2 = (d -d ~d +d 26
=13 ( 973,78, _1) (26)

The following equation was taken from Brown's book, Smoothing,

Forecasting and Prediction of Discrete Time Series, and is the triple

exponential smoothing demand process quadratic formula in tefms of a,

26

b, ¢ and . In this form, the demand process equation can bHe used

to estimate Z.» For Zo then;

- 28 -




i ’
] .

2 =a-3(1-a)b+3(l - x4~ 3a) ‘ €27}
0 = : 2&?“'”; .
The range of values taken on by Z0 must be 1 mited to positive
demﬁnds. It is also reasonable to impose an uppe: limit of 2a, so )
that: - » ?
0 <7y < 2a : : "
When ZD calculated by formulas (24), (25), (26) aud (27) is negative,
1 M
) let ZO = 0, VWhen ZO calculated by (24), (25)!' (26) and (27) is > 2a,
-let 2= 2a. . T
0

The value of Zt at t-1 = 0 was calculated in the manner pre-

-1
scribed above. The values of Zt for subsequent periods of course,
were calculated using the standard triple exponential smoothing formula.

¢

Evaluation Criteria For Foreccasting Methods

A comparative cvaluation of the accuracy of the six forecasting
'—) techniques was performed in terms of the forecast error each produced.
Three statistical measures of error were selected: the mean square

error, mean forecast error and variance of error.

The Mean Square Error. The mean square error (MSE) is a measure

of forecast accuracy which emphasizes large errors.2’ The mean square
error for each item and forecasting technique was computed by summing

the squared forecast crror for each'of the 5 months and dividing by the
number of months forecast. The equation for the MSE 1s develcoped froa

the definition of forecast error: . !




where ¢ = the absolute average forecast error cver the 5 mvath fosecastiig

period . : .
R =V ,W,X,Y, 2, or X*, depending on the forecast method
t c t t t t '
used. : \
’ d, = the actual demand in period t. : -
¢ 13 , :

Then the mean square error is: , .

< ‘-
: 1 n 2 1(2; ' 2
}{5Ea~ P = — R ..d N
ol Rl - :(t )

The mean square ervor for each item was summed and divided by the sample

size to obtain an average mean square error. The forecasting technique
with the smallest average mcan square error was termed the most accurate
28

in that it minimized the number of large errors.

The Mean Forecast Error. This statistic was computed by averapging

t
the absolute valuc of the forecast errors far each item by forecast model.

The equation for the mean forecast error is:
' [
. § . A
MFE = L e, =1L zf: IR_-d . ~ .
t=1 ] n €= t t Eop

n
PR
'

The average mean forecast error was then computed for each forecasting
technique by summing the HMTL for all items qnd dividing by the number of"
items, The preferred model was that for which the average MFE was closest
to zero.

The Variance. The third comparative statistic was the variance of
forecast error (VAR). A high variance indiéates an unstable or erratic

estimator, while a small variance indicates a conasistent est:ha:or.zg
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"Within each subset, the error distributions were compared to determine if

The var iance of forecast error was computed for each item for each

forecast model. The equation fér.thc varianciznf forecast error is:
1 [fPt-dc .—Z'EQ'JrI

n
VAR = ~—-- (e - MFE)
n-l tzal t

£
The variances for the sample were then averaged for each nodel. The

model with the smallest average variance was co.asidered the most stable

estimator.

Statistical Inference. At this point.'it is pertinent to discuss

statistical inferences concerning-the error statistics of the six
evaluated forecasting methods. A nonparametric test was necessary to
evaluate the error statistics since no specific assumptions could be

made about the distributicn of the error population. Nonparametric tests
are not concerned with parameters of a specific type of distribution, and
no assumptions are made about the populations sanpled,

The nonparametric Kruskal-Wallis test (H test) was used to determirne
if there was a significant difference in the effectiveness of the six
forecasting methods evaluated in this study, The Il test evaluates the
null hypothesis that k independent random sample distributions come from

identical popula‘ions against the alternative that the means of the

30

populations are not all equal,
In this case, the absolute average error distributions generated by

each forecasting method were considered the independent sample distributions,

they did or did not come from identical populations. If the pertinent

- 31 -




error distributions were [ron identical populations, then there were

no significant diffcroncos'in the effectiveness of the respective fore-

casting methods. On the othier hand, if they were not from identical

polulations, then there were significant differences in c¢ffectiveness,
’ The combined Wbsolute average errors from the forecasting methods

being compared were ranked according to size. Ri was the sum of the ranks

+a, +

assigned to the v; observations in the ith method and n = ng 2 ceees

+o. The test was based on the statistic
) 2
R
2 i :
p- 12 & 1y :
n(n+1) 1=1 ni

If the null hypothesis was true, the sampling distribution of this statistic
could be approximated closely with a chi~square distribution with k-1
degrees of freedom. Consequently, the null hypothesis at the level of
significance Z could be rejected if H exceeds')f7 for k-1 degrees of frcedom.

AHTX?OS was used to pive a confidence interval of 95 percent.

Final Sample Ttem Classifications. From an examinatijon of the toal

demand data and the error statistics for cach forecasting method, a relation=
ship was noted between the demand characteristics of an iten and the
magnitude of its absolute average forecast error. Items witih high ueirand
rates tended to lhave larger error statistics than did items with low

demand rates. Consequently, the former played a more signiiicant role

in the determination of the best forecast model, In order to equalize

- .
the effect that items had on this determination, -total samzle oI itens

of each item, The six demand forecasting methods cvaluated were therefore

- 32 -




applicd to the following set and subsets of the 316 item final SanpLie.

(1) The total set of 316 items.

(2) The subsét which included the 71 items with relatively aiga
level, non-erratic demand processes. Non—er;atic means, in this study,
a relatively constant demand process, or a demand with a discernible
tyend (linear or Curvedié

. (3) fﬁe subset which included the 199 items with relatively low-

level, non-erratic demand processes,

(4) The subset which included the 46 items with erratic demsad

processes (no discernible constant level or trend, linear or curved).

Standardization of Error Statistics, Consideration was given to

standardizing the absolute average error statistics used as a basis for
evaluating the six forecasting methods. For example, the absolute average
error for each item could have been divided by the average monthly demand
rate for that item to produce a standardized statistic independent of
demand level. However, the absolute average error for ecach item would
have been divided by the same average monthly demand rate for each fore-
casting method. The standardization process would not change the relative
ranking of the forecasting methods., Standardization of the absolute

average error statistics was therefore not used,
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Frequency
25

20 Subset 1 (71 Items)

. Absolute Average Error Distributions

15

10
5

/ Average Error

0 S5 10 L5 2.0 2.5 3.0 3.5 4.0 4.5
-,) Mean Squared Mean Foreéast
Method Error Error Variance

= Single Exponential Smoothing 67.99 5.51 38.15
= Moving Average 76.18 4,68 44,49
~ Double Exponential Smoothing 103.19 6.14 66.38
- Least Squares 108.92 6.24 71.02 v :
- Triple Exponential Smoothing 124.67 7.18 74.21 Ea—
= Adaptive Single Exponential 120.78 6.22 83.28

D




Frequency
L" 125
Subset 2 (199 Items) B
100 Absolute Averagé Error Distributions.
, ;??;7
7 S
50 ———
25
- Average Errcr
0 S5 Lo 15 2.0 25 3.0 35 4.0 4.5 |
i
Mean Squared Mean Forecast ————
Method Error Error - Variance
Single Exponential Smoothing 0.36 0.49 0.12
Moving Average 0.37 0.49 0.12
Double Exponential Smoothing 0.40 0.50 0.14 v
Triple Exponential Smoothing 0.41 0.49 ' 0.17
Least Squares 0.47 0.53 0.20 - \

Adaptive Single Exponential 0.52 0.56 0.20




Frequency
Subset 3 (46 Items)
25
Absolute Average Error Distributions
;
15

10
5
e Average Error
0 .5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4,5 —
Mean Squared Mean Forecast .
Method Error Error Variance
= Double Exponential Smoothing 3.56 1.32° 1.86
-~ Moving Average | 3.68 1.31: 2.01
= Single Exponential Smoothing 3.81 .35 - 2.04
- Adaptive Single Exponential 4.5 1.5% 2,23
- Least Squares 4.46 1.32 2.79
« Triple Exponential Smoothing 5.52 1.46 - 3.47




100

75

50

25

Total Set (316 Items)

Absolute Average Error Distributions

5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5

Mean Squares Mean Forecast

Method . Error Error Variance
= Single Exponential Smoothing 16.02 1.74 13.02
== Moving Average | 17.84 1.78 14,72
s Double Exponential Smoothing 23.89 1.89 20.39
- Least Squares 25.36 1.92 21.72
- Adaptive Single Exponential 28,05 1.97 24,24
= Triple Exponential Smoothing 29,00 2,13 24,55
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., 1V, Detailed Summary

Experiment Summary

Sampling Technique. There are many possible ways of seieccing a

;;mple’of EOQ ifems. One method is by stock nunber classification.
Other methods are demand level and cost. In this stud&, tihe scrati-
fied base level ¥B32 and XB3 item sample (B cost group) was sc.ected
from three r;ndomly chosen systems. Within the toal sémple set, iteas
were grouped according to demand level (subsets 1, 2 and 3). These
important facts should ?e kept in mind when drawing conclusions from
the results of the analysis.

+

Evaluation Criterja. The forecasting methods were ranked according

to error statistics. Variance, mean forecast error and mean squared
error were the error statistics used. The smaller the error statistic,
the more accurate the forecasting method, The Kruskal-Wallis test was
used to determine whether there was significant differences in the

relative effectiveness of the six forecésting methods,

Findings

Error Statistic Rankinp. Single exponential smoothing proved to be

the most accurate alternative to the present method of movinz average
forecasting, Double exponential smoothing also rénked in the top threa
for the total sample set and for subsets 1, 2 and 3. Lcast squafes,
triple exponential smoothing and adaptive singie exponeat.a. sacothiag
ranked fourth, fifth and sixth, respectively. The followiny »azagrajsns

discuss the reasons for their relatively poor showings.
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The least squares ncthod tended to respond to sudicn, lurge
non~representative demands by excessive changes in the slope of the
trend line. In some cases, this change of slope resulted in forecasts
of negative demands for the following period or periods. This type
o; errof was midigated éo some extent by setting all negative least
squares forecasts to zero, On the other hand, -louble exponential
smoothing, which also assumes a linear trend in demand, gave relacively
more weight to demand history with subsequently less drascic changes
in trend. The non-negative demand constraint was not necessary for
double exponcntial smoothing.

The two primary causes for the relatively poor showing of triple
exponential smoothing were the absence of demand processes which could
be accurately approximuLed by a second order polynomial, and the poor
results obtained with the formula for initial conditions (ZO). None
of the 316 items in the samnle had a demand pattern with a consistent
rate of change of slope. The formula used to calculate initial condi-
tions, though mathematiFally correct, was therefore not representative
of the actual demand processes. Starting with relatively inaccurate
initial conditions, the errors tended to compound during the forecast
period.

The results obtained with thg adaptive single exponential smoothing
were also disappointing, The major cause of error relative to standard
single exponential smoathing was the first criteria for detactiag a

iour

change in demand level; j.e., a single demand detecied cutsic

[

standard deviations of the mean demand. When suca a ccnand was detec.oeg,
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the smoothing constant was changed to one, This criteriz 2ad the susse-
quent smoothing constan¢ change caused the forecast to chiange excessively
in response to abrupt, non~representative demanis. Thg.second criteria;
i.e., two successive demands differing {rom the mean démand by more thaa

r

1.2 standard devlatlons,.both demandsbeing abovz or bcﬁow the mean,
appearcd to change the smoothing constant at appropriaée times for the
given sample., . . ;

Three obvious approaches to ihproving tﬁe accuracy of adaptive
single exponential smooﬁhing are open. The first woulé he to drop the I
first criteria {or changing the smoothing constant, retaining only the ’ i
second criteria. The second approach would be to change the maximun
smoothing constant to some value less than one. The :ﬁird approach
would be a combination of the first two approaches. However, these
possihle improvements were not attempted in this study:and are left as

subjects for further rescarch.

Finally, a few words concerning the choice of smoothing conaetants

for double and triple exponential smoothing are in ord;r. It was
assumed that the optimum smoothing constant for single exponential
smoothing would also be optimum for double and triple éxponential
smoothing. Mo proof was offered for this assumption. ' It would be of
interest to compare the accuracy of double and triple exponential
smoothing foreéasts using smoothing constant (a) values in increments
of .05 between .05 < a < .5. This comparison was not atteant:d for

this study, and is also left as a subject for pertinent future researca. \
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The Kruskal-Wallis Test.  This test indicated that tiwe populations

of absolute average forecast errors are nearly identical for the six

forecast methods, Based on this test, there were no significant dif-

gercnces in the relative effectivencss of the six methods. However, as
previously no”\é, thera is substantial evidence that improvenent is
required in the formulation of least squares, triple exponential
smouthing and adaptive single exponential smootlhing fqrecasts. It
would scem appropriategthvn, to withhold final judgement on these three

forecasting methods until the sugpested improvements are made and

tested.

Recommendations ‘ ?
The purposc of this rescarch effort was to examine and compare
five methods of base level demand forecasting which can-be considered
as alternatives to the present method of unweighted moving averages.
All six methods, including unweighted moving averages, were evaluated
according to relative accuracy in describing the actual base level
demand patterns of a sﬁatistically chosen, stratified sample of XB2
and XB3 EOO iteme,. :ﬁ
There is little doubt that the single exporential smoothing wmethod
of forccasting item demand is a viable alternative to the present
method of unweighted maving averages for items represented by the

.

sample used in this study. Double exponential smoothing also appears

viable, .
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Resecarch using the given forcecusting methods should Ccrcainly'
continue. Recommend that subscquent research e’forts use icea samples
gathered by different methodologies at base levul, ln.chis way, a
broad base of item samples, wholly representative of aIl EO0 items
Air Force wide, Lan be established. Given that the results of {uture

research efforts bear out the {indings of this 'itudy, serious consider-

ation ought to be given to single and double exponential smoothing !

methods as alternatives.to the present method eof forecasting denands. i
Single and double exponential smoothing have the well docunented, /
inherent advantages of smaller data storage requirements, greater
computational ease, and greater flexibility in adapting to demand

pattern trends compared to unweighted moving averages. -

Further rescarch, as indicated under the Findings Scction of this

chapter, i; necessary to properly evaluate all pertinent improvements
concerning least squares, triple exponential smoothing and adaptive
single expenential smoothing. Relatively simple adaptations to the
FORTRAN program used in this research effort can be made to analyze the
suggested improvements. Recommend these adaptions be made and the
program used to evaluate the given sample and other base level sanmples

selected by different methodologies.
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FORTRAN Computer Program




T0ENT MAIN
= REAOER

FILE 6 a2 DUTPUT » UNIT = PRINTER

EILE 10 = DSKFIL, UNLIT = DISK,WNRKEILLARANDOM,RECQRD = 196

FILE 11 # DSKFL2,UNIT=DISK»HWORKFIL.E>»RANDOMsRECCRD=300

—  DIMENSION- NSNC&2),08SVDB(15),CALG(20),PERICD(10)2SHCOTHISO )
1CONSNT(10),STORECI® LHOLNC10),STVCI)»STHC3)»STX(3),STYC3),5T2(3),

25724430

ALPHA NSN
ZEROAO04sPLOADA=10e0LrALP /0O KOUNT LD/ o NARK LA

INN 3 5
S— T APV _

c :
L ZEROINCARRAY CALC N PREPASATIGN-FQR CALCULATED VALULS

¢

002 N=1,20
' CALC(N) = ZERQ
— 2 CONTINUE . .
DG 3 M = 1,400
o READCIMN.S1,END = 4) (MSHCIY,1=1,8),C03SNDCIY,J31,15)
51 FORMAT(2X,a8A4,15F4,Q)
————KQUNT = XKOUNT_ e 1 -
WRITEC(102XKOUNT,52) (NSN(I),1:=1,4),C0BSV0(J)»J=1,15),CCALCIN)»K=1,
—_— 20— - _
52 FORMAT(4A4,15F8.C»20F642)
3 QQ‘A!TLNUF'

4 WRITECINUT,60)
‘-—40—7—0??"41(1Hl»501p31HSMO0THING CONSTANT. CALCULATIONS2//422Xs 2 HNATIONA-
1L STOCK ‘NUMBER,7X»SHA=e05»5X»5HA=4102S5X»5HAZ.15,5X»5HAZ,2025) »SHAS®
2.25s5%25HAZe30s5%»SHA=¢35s5XrSHAZe80s5XaSHASe4525Xa5HA2S0s 4L )
00 5 K=1{»10
ALR=ALP 405

CONSNT(K)=ALP

—————PERIOD(K)2ZERD--—
S CONTINUE
— 21 READCIO2MARKAS2)ICNSNCL)aT=122)a00BSVD(U)ad=talS2a(CALCIKYKa3020)
N=1 : '
V0.0 *
: 00 6 I=1,10 .
; ——f Vs¥+03SVDCL)Y . -
; —_— - _
A-1
.




VisV/10.0
V2all _ .
DO 8 K=1,10

—_—N1aVN2

DIFF=0.0

— 00T J=1s5 o — -
Nuj+9

Lagai0—

X12CCONSNT(K)+0BSVOCM) )+ C(1.0=CONSNT(K) Y aVL)
o SMACTH(NI=XY -

D1FF=OIFF+ABS(X1-08SVD(L))

S
NzN+{
———CONTINUE—

CALC(K)=DIFF/S.0

—————PERIOD(K)ZPERTOD(K)I+CALCLK)Y — —
8 CONTINUE
00 A7- [3103 -
STV(I)=0.0
STN(1)=0.0
STX(1)=0.0

STZ(13=0.0 B
SIZACII=0.0 - _ ..
87 CONTINUE
CUTLE4I(NSNCTIS =2 a0 3oL CALLLKIAK=T210)
61 FORMAT(IH ,3XsA4,3H 00 »IA4,6XsT642,9(F10.2))
‘_—_—mgzuozwrzk.sz)msu( 1361=21,4),(0BSYDCJ)rdz12350aCCALLLKISK=1420) -
WRITEC112MARK,»S3)(SMNATH(J)Y»J=1,50)
—— 53 FORMAT(50F6.2) - . — -
MARK=MARK+1
IE(MARK LELKAUNTY G0 TO 2}
CQUMT=KAUNT
—00-9- 12110 - -
HOLCCI)=2ERQ
——— 9 STQRECII=PERIAO(II/COUNT . S
WRITECIOUT,62)(STORE(M), M= 1'10)
——“—WMM?%JHAEAM»MM“M_______
MARK=1
———COUNT12C0UNT-1 .0 — -

i ot e e e it e - —— e - e o —




80 READCIO2MARK,S2)(NSNC(I),1=1,4),0(08SVD(J)sJ= 1»15)»(CALC\K)»h 1,23)
00 AL Jsi1a.i0
DIFFaCALC(I)=STORE(J)
PLACE=DIFE«DIFF .
HOLDCJ)= HULO(J)#PLACF
— 8t CONYINUE _ .. .
MARK=MARK01 !
IFLMARKJIFKOUNTY GO IO A
MARK=1
—— D082 K=1s80. .
PLACE= SQRT(HOLD(K)/CUUNTI) d
—MOLDCLKXI)=PLACE . ——— .
82 CONTINUE }
{0L0 (MY =1, 10) !
8) FORMAT(IHO,4X,»20HSTANDARD DEVIATION =.10(4x,raaz)»//)
— PLACE=HOLOD(L ) :
. IPOINT=1
-_— 08312240 —
IF(HOLD(1).GE.PLACE)Y G0 TO 83
——RLACE=HALDL
IPOINT=1
— 83 -CONTINUE—--- — - <
ALP=CONSNTCIPOINT)
—_ MRITECIQUTLSQY. ALP
68 FORMAT(IHO»44Xs23Heenwe ALPHA SELECTED = ,F3.257H saase )
KPQINT=Q
DO 84 K=1,IPQINT
POQINT=KPQINT+S ____
LPOINT=KPOINT=4
— MRITECIQUT,&S5) e
65 FORMAT(i1H1,49X,3SHSINGLE EXPONEMTIAL SMOOTHING HETHOO:/)
NRITECIQUT.44)
66 FORMAT(1HO,42X,»18HFQRCAST 0£MANO»31X»13HACTUAL DEMAND»19X>»

—— 18HABSOLUTEY . 7
WRITECIQUT,ET)
— &7 FORMATALHO»2X, 21 HNATTIAQHAL_STQCK NUMBER,. 2010X27HNQV .
l;HDCg s THJAN »THFER » THNAR )»2X»1IHAVERAGE ERRAR»//)
=20-+0
DIFF=0.0
— 0085 MARK=1,KQUNT_

-~

-

1&

-
-




|
|

READC102MARK,S2)(NSNCT),1=21,8),(085VN(J)»J21,515),(CALC(K),K21,20,

JPQINT=LPOINT

——Bg-86-N=1+5
LaN+10

—  OIFF=0IFF+ABS{SMOOTHCJIPOINT)I=0BSVOLLI)Y
JPAINT=JPOINT +{

—— B84 CONTINUC

OIFF=0LFF/5.0 -
—_—  HRITECIQUT26B)(NSN(I3.l= 1:4l&(SLOQIHLKlAKTLﬁﬁINlLKPﬂ!MI\‘
1¢08SV0(J)»J=11,15)s01IFF
ORMATCIH »3XsA%s3H 00_23A0s 8XeS(FZe23a10XaSCF2.23:6XaFRA8)Y
@ CALC(163=DIFF
STXLIXXSIX(I)+(DIFFANIFF)
: STX(2)=STX(2)+D1IFF
V=0.0

. —————DO-10-1=1,10— -

¢ zsROINEuR??QY CALC IN PREPARAT!ON FQR CALCULATED VALUES
—_——Y=2y4033S
CouNT=t
—— —PERION(1)=PLOAD+COUNT. -
10 CONTINUE
—_—— GOUNT=KOUNT— -
Y1=V/10.0
00 11 J=2,S
af=1
L=J+g
—_—— V= Y=0BSVD(K)X)+NBSYNDLL)
ViaV/10.0 ¥
CALCC Y=V
11 CONTINUE
-7;____£NuslaLQ‘0A2¢04——____

_g_____IHLS_LQOE_LALﬁuLAIES.DEHANQS.BlnIHE_LEASI_SRUARES_HEIHQQ___________.

%

U=z0.0
P20.0
£120.0

A-4

e e <




Ua U+0BSVN(K)
Pa-Pe(PERTOD(K)ILBSVNCKI) -
P1aP1+(PERICOCK)*0BSUGCK+1)) :
P2:P2+(PERIND(KISOBSUSLK22))

| P3aP3+(PERIND(X)*03SYN(K+I))

——— PA=PA+(PERICN(K)*0BSVD(K+8))

12 CONTINUE

_C e e

¢ CARDS NUHBERED 1685, 1725, 1745, 1805, 1845 PREVENT LEAST
L SQUARES FRON-COING NEGATIVE. A NEGATIME 1S SET I3 0o

c
s 0.0
Wi2((P+(CNNST#U)I/990.0)2(1.0+CHNSTI*12,0+Q :
IF(H1.0Ta0.0) Hi=0.0
CALC(§)=41
U=y=-03SYDL1)+03SVYDCL1L)
QsU/10.0
_— W22 (P1+(CNNST*UXL/G90.0)2 L, 0+CNNSTI{2,.04Q
IF(H2.LT+0.0) W2=0.0 - ' .
 AMCCTIEWD e
J=y=08SYD(2)+08SV0(12)
I=4L10.0

W33((P2+(CNNST#U)) /9904032 (1.0+CNNSTI212.0¢0 .

IECH3ILT.0.0) W3=0.0
‘ CALCC8)=W3
———— UYsy=0RSVD(3)+0ASVD({ )
) Q=U/10.0 "
e W LRI LCNNS T I IA000, 0 )L O CNNS T ) et R O
IF(Ha.LT.0.0) Wa=0.0

A

I3
2

—_—  CALC(9)=N4 - .
U=U=-03SYD(4)+0BSVD(14) !
— Q=UL10.0. . .

K5a((P4+(CNNST*U))I/99040)+(1.04CNNSTI»12,040Q
IELHS .1 T.0.0) ¥S=20.0

CALC(10)=4S
—  MAITE(102HARKSS2)A(NSH(1)al=1a8)2C08SVOCU)ad=1215) (CALC(K) K=1,233

A=5




85 CONTINUC
SINL23=STXC2)Z/COUNT

*e

P

DI;F‘Q-O
—_—NRITECTOUT 69 ) —

69 FORMAT(1H1,55X,21HHOVING AVERAGE METHOQO»/)

—————WRETECIOUTS66) )
WRITECIOUT»67) :
——— 00 &7 MARK=1,KQUNT

READCIO02MARK,S2)(NSN(TIY»1=1,8),(NBSVD(J),Jd= 1»13):(CALC(K):K £523)
——————READ (LI ZMARK S, S3)(SHOATH(J) s =1 458

*
N

J0 88 N=1,5

|

@ v
OIFF=DIFF+ABS(CALC(NI=08SVD(L))
————88-CONTINUE

DIFF=DIFF/5.0
STVELI=STVEL )Y+ (DIFFDIFF) - -

: WRITECIOUT,68)(NSNCT),1=1,48),(CALCIK),K=1,5),

————448BSVD(J) »J=11,15)»DIFF-
STV(2)=2STV(2)+DIFF

————CALCL17)=DIFF

BRI ENR N Y

YQ=CALCCSY .. . _ .
00 89 L=LPOINT,KPOINT :
Yi=AlPe(SHOOTHLE )+ (X2YO)

CALCCIND)=YI
— Y=Yy
INO=IND+!

B E .

— 89 CONTINUC -
WRITEC{O2MARK,S2IC(NSN(L)»1=1,4),(0BSYD(J)»U= 1»15) (CALC(X)>K=1,20)
M rnur IMUL"
STV(2)=STV(2)/COUNT
—  DIFF=0.0 i
WRITECIOUT,»70) :
——— 70 FORMAT(1H1,56X,20HLEAST -SQUARES-NETHOD L)
WRITECINUT,66)
—_— ARITELIOUTSSZ)
00 90 MARK=1,KQUMT . _
READCLOSMARK,S2)(NSNCI)»T=1,8) 5 (0BSVOLI) »dztrd5)alCALLLK IS X=1a20)




00 91 N=6,10
LaN+$S

DIFF=DIFF+ABS(CALC(N)=0BSVD(L))
—— 91 CONTINUE —

OIFF=0IFF/5.0
MRITECIOUTL68)CNSNCL), L= 1:&1&(CALQ£K)AKPAL‘G){

i(OBSVD(J);J 11,15),CIFF
STW23=STi(2)+0ICF

CALC(18)=DIFF

—— STWC1)=STHCL)+(DIFFANIEFY
DIFF20.0
— N20. 0

® 00 92 1=1,10
V=V 33SUDLT)

92 CONTINUE
Vi=zV/10.0

A=Vl
S=G&SVD(I)”GBSVDI3J¢OBS¥0L4J-GRSVDC6J&OBS¥QLli—OBS¥OLﬁl—

B828/6.0

€=C/12.0
— ——ALPH=ALP. .-

ALPH2=ALPH*ALPH
—_ 382l (3.2X)/7ALPHIB __ -

Cl1=CC3.2X)e(a,=3.¢ALPH)/(2,2ALPH2))C
20=A=R14+C ¢

IF(Z0.LE0.0)20=C.0
15( ZQ‘G.T; (2.0:A)) . ZQ-‘-'ZLQ.'.A_

Z=ALPH+CALCC1)+(X*2Z0) ‘
Q___cu,c.uu_:z

DO 93 J=2,5
L=J4410

ZT=CALPH*CALC(J))+(X*2Z)
—_ CALC(L)=7T

=27
——93 CONTINUE

WRIT E(10>“ARK'52)(NSN(I)5I 1,8),0085VD(U)»JU=1»15)»(CALCLK)» K=Y, )

—90 CONTINUE

STH(2)=STW(2)/COUNT
————01FF20e0 ——.

e

——




WRITECIOUT,71)

4
—~—————ARREFVEL 1OUT»66)-

WRITEC10UT,67)
———— D094 MARK=z21,KOURT

READ(10>MARK;S2)(NSN(IS;I=1pl)r(OBSVﬂ(J)aJtloIS)’(CALC(K)5K=1'2G)
00 95 N=1.5

L=N+10
DIFF= alrF+ABS(CAL£LN)!08$V&(L1l

95 CONTINUE

=D1FF/S.Q. .. _ ———
WRITECIOUT,6A)YCNSNC(E)»I=1,3),CCALC(K),K=155),
1.4

—_—— 1 (0BSNDCJ) e d=1115),01FF

CALCC19)=DIFF
STYL1)=STYC1)+L(DIFE*»DIFFY

STY(2)=STY(2)+DIFF
~_——_0L£f=a. (o DO

WRITEC1O2MARK,S2)(NSN(I)»1=1,8)»COBSVOCJ)»J=1s25)»(CALCCK)»KS1,520) |

98 _CONTINUE

STY(2)=5TY(2)/COUNT
— e KRITECIOUTL72) - . .

T2 FORFAT(IH1;4°X’35H7RIPlE EXPONENTIAL SMOOTHING METHOD)
———WRITECIOUT566) - — ——

WRITECIOUT,67)
—_— D086 MARK=1AKDUNT

READC102MARK,S2)(NSNCIY»121,8),C0B8SVDCJ)»J=1515)2(CALC(K)»K=1+20)
087 N=11515 - v

DIFF=DIFF+ABS(CALC(N)=OABSVDIN))
——97 CONTINUC. — e

OIFF=DIFF/5.0 ,
ECIOUTA 681 (NSNCI 1=t s 83 o (CALCLKI KLl nlS)n

1€0BSVD(J)»J=11,15),0IFF
————LALC(20)=DIFF

STZC13=5T2¢1)+(DIFF*DIFF)
$12¢23)=8T2(23+D1fFF __ .

:BI:E(!g’NARK:52)(NSN(I)pl 1;4)'(085VD(l)pJ 1,15),(CALC(K)I»K=1,20)
IFE=0Q

96 CONTINUE
$12(2)=58T2(2)/COUNT. _

. a2l

v



NRITECIOUT,73) '
HHING ACAPYIVE MEYHON »/)
¢
————MRIIECIOUTL66)-
WRITECICOUT,7A)

———FA4-FORMATLIHO+2 1 HRATLONAL- - STOCK-NUMBER p-3XsZHA—— NOVSSXAZHA— - DECASXs
17HA  JANSSX»7HA  FEB»SXs7HA  MAR,SX»3HNOVsAX» 3HDEC,AXs 3HJAN» &) »
— 23HEEB XA IHUEAR A AX 2 L IHAVERAGE ERPGRALL)
00 98 MARK=1,KQUNMNT "
——————READC102HARKA52) INSNCI ) p1=2128) nCABSYDLIY s d=8 51535 COALCS 3 aKa3220)
READC112MARK,S3)(SNONTH(J)»J=1250)
@ —voo T
00 99 I=1,10
08 N=y+08SYDLI)
Vi=V/10.0
X0=V1
A=ALPH :
K=1
L=10
29 PlLACE=0.0
00 100 J=K,L
— — — _DIEF=0BSVOCJY=VL
100 PLACE=PLACE+(OIFF*DIFF)
——  STOEV=SCRT(PLACE/S.0)
TEST=4.,0+STDEY ]
N2=Y1+ILST ]
V3sVi=TCST
@ IrcOBSUDCLALYLGELV2) ARy .0
IFCCBSVD(L+1).LE.VI) A=1.0
—— JF(AEQ.Le0) 30 TO 103
IFC(L.GE.14) 60 TO 103
TEST 224+ 25T DEY-
V2=V1+TEST?
—_——— V3=VieTEST2 -
IF((OBSVD(L+1).GE.VZ).AND.(OBSVD(L*2).GE.V2)) Az1.0
———— IFCACEQ.140) GO-TO 103 _
lr((oasvo(Loi).LE.Vs).AND.(ﬂBSVG(L*Z).LE.VJ)J A=1.0
403 X=1.0=A
XT2(A*QBSVOCL) )+ (X*X0)
—— STORE(2#K=1)=A




STORE(2+K)=aXT
X0aXT

Va(V=-0BSVD(K))+ORSVD(L+t)
—_—N1aV10.0

[FCSTORE(2+K=~1).FQ,1.0) A=,8
————MRE(Z‘K-t )-ocnoca) _A= 8.
IF(STORE(2+K~1).EQ0eS) A=ALPH

[ od
C IF YOU WANT ALPHA TN SKI1P .8 VALUE, CHANGE THE .8 VALUE CN
- CARD NUMBERED-35S1 TO A .S _AND REMOVE CARD NUMBER 3555 .
c
S
L=bL+t
—— I e 607058
DIFF=°.°
S VT 9 ¥ —

D0 1048 M=2,10,2
v —————DIFF=DIFF+ABSC(STORE(MI=0RSVO(HL))
Mi=Mi+t
——104 CONTINUE
DIFF=01FF/5.0
e — MRITECIQUTS 7SI (NENCT)al=128)a(STORE(K) 2 (21,10) ».
1¢0BSVD(J)»J=11,15),DIFF
— 75 FORMAT(2X»A4,3H.00,3A8,10(F6.2)23X250F7423.5X2F8a42
STZAC1)=STZAC1)+(DIFF=NIFF)
STZA(2)=STZAL2)+0OIFF
SHOOTH(1)=DIFF
RITECI12MARK233)(SHAOTH(J)2Jd=21250)
STV(3)=STV(3)+((CALC(17)=STV(2))«(CALC(17)=5TV(2)))
———STHL3)I=STH(I) o ((CALCC1A)=STH(2) )« (CALLCCE8I=STH(2)))
STXC3)=STX(3)+((CALC(16)=STX(2))»(CALL(16)=5TX(2)))
——S T3S TY (33 (CALCC10)=STY(23)a(CALL(19)=5TY(2)]))
STZ(3)=STZ(3)+((CALC(20)=ST7(2))«(CALC(20)=5TZ(2)))
—98 CONTINUC — —
STZAC2)=STZA(2)/COUNT
————D00—-405 NARK=1,KOUNT e
READ(112MARKSS3II(SMONTH(U) ».J=1,50)
————————Sl&##&%—SIZALJ}LLLSJQ91&L#%—s1lAL2)4l¢SlG01“444—$I2443444—————————-
105 CONTINUC
——————COUNTL=KQUNT =1

A-10




WRITECIQUT,76)
g tye
LERROR,10X» {BHMEAN FORCAST ERRQOR, 12X,84HVARIANCES,///)
STYC3)=STV(3)/CAatNTL
STVC1)=STV(1)/COUNT
—  MRITECIOUT2Z7)(STVCIdIsd=103)
17 FORFAT(IHO;lOanQHMOVING AVERAGE, 18X»3(F342,20X)4/77/7)
OUNTY
STW(1)= STH(I)/COUNT
_HRITECIOUTL78)(CSTHC(JI»d=123)
78 FORMAT(1HO,10%, 13HLEAST SQUARES»19X»3(F3.2,20X)5///)
£3)=STXL(IYILCOUNTL
STXC1)=STX(i1)Y/COUNT
SIX (N ad=ia3)
79 FORMAT(1HO,S5X,28HSINGLE EXPONENTIAL SMOOTHING»9X»3(F8.2,20X)»//7)
—_— STYL3)=STY(3)/COUNT L
STY(1)=STY(1)/COUNT
C e HRPTECIOUTA30)(STY(L) =L 3)
30 FORMATC1HO,S5X,20H00URLE EXPONENTIAL SMOOTHING»9X»3(F8.2,20X)2///)
QI'III\ Q_ul'l\lfﬂll\lti
STZ(1)=STZ(l)/COUNT g
———HRITECIOUT,3L) (STZCS)ad=1s3)—

31 FORMATCIHO,SX»28HTRIPLE FXPONENTIAL SMOOTHING »9X»3(F842,20X),//7)
e STZAL3) = STZA(3II/COUNTY .
STZA(1) = STZA(1)/COUNT

J=1213)
32 FORMAT(IHO,1X,I7HADAPTIVE SINGLE EXPONENTIAL SHOOTHING » 3X,
FB842,20X)5/77/1 —
WRITECIQUT,33)
— 33 FORMAT(1HL)
sToP
END

b] 0214 P.M, ASR S.8 USING 73/3aS XFORTN COMPILER

JINE— 196 SECS- 432 CARDS AT 132 _CaPaMe_ g _FLAGS Q_ERRCRI
s 0 DATA = 6174 TEMPORARIES = 12 CQDE = 27900 OIGITS
A-11







